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2 Derived functors

Throughout this whole chapter, A and B will denote two arbitrary abelian
categories.

2.1 4-functors

Definition 2.1. A homological (resp. cohomological) 0-functor between A and
B is a collection of additive functors {7}, : A — B}, >0 (resp. {IT" : A — B},>0)
together with a collection of morphisms {6, : T,(C) — T,,—1(A)} (resp. {6™ :
T™(C) — T" 1(A)}) defined for every short exact sequence 0 — A — B —
C — 0in A, such that the two following conditions hold:

1. For any short exact sequence 0 - A — B — C' — 0 in A, we have a long

exact sequence

s Tt (C) 5 T (A) — To(B) — To(C) 25 T y(A) — -

(tesp. - — T 1(C)°"S T™(A) — TMB) — THC) & Tr+1(4) — -

2. For every morphism of short exact sequences

0 A’ B’ c’ 0

we have a commutative diagram for every n € Z:
T (C) BRI Th—1(A") resp. ™(C") e T+ (A)
T, (C) —2"— T,_1(A) T"(C) —5— T (A)

Remark 2.2. We make the convention that T, (resp. T™) is 0 for any n < 0.
In particular by Definition 2.1.1, Ty is right-exact (resp. T is left-exact).



Example 2.3. 1. Homology gives a homological §-functor Ch>o4 — A, and
cohomology gives a cohomological one Ch=°A — A.

2. Let A be an abelian group, and p € Z. We define
To(A) := A/pA,Tl(A) =pA :={a € Alpa=0},T, =0,Yn > 2

and we want then to define §; to get a homological -functor Ab — Ab
(or a cohomological one by T° := Ty, T' := Tp, 6" := 67).

For this, let 0 -+ A — B — C — 0 be a short exact sequence, and consider
the following diagram:

0 A B C 0
.pl : pl : pl
0 A B C 0

By the snake lemma we have an exact sequence
0—pA—,B—,C5A/4—B/pp—C/pc -0

and this gives us d; := 4.

3. We can generalize the previous example to the category of R-modules for
some ring R. To do that, let r € R, M € R-mod, and define

To(M) :=M /ppp, Ty (M) = . M
to get a homological d-functor R-mod — Ab.

4. In the same setting as in point 3., we can also define
T, (M) := TorR (R/(r),M) >0

and we will see later in the chapter why this is a homological J-functor.

Definition 2.4. Let S,,7, be two homological d-functors (resp. S®,T* two
cohomological §-functors). A morphism Se — T, (resp. S® — T°) is a collection
of natural transformations v, : S, — T, (resp. o™ : 8™ — T™) that commutes
with §, i.e. such that for any short exact sequence 0 - A — B — C — 0, the
following diagram commutes:

S S
o St (C) T S (A) = Su(B) = Sn(C) 2 S 1(A) — ---

(“”“)Cl <an>Al (am{ <an>cl (aH)Al

- — T"“(C)a? T.(A) — T,(B) — T,,(C) o Tho1(4A) — -+
n—+1 n



resp.

n—1
55

s SPC) S ST(A) — S™(B) — S7(C) 25 $nHL(A) — -

(a"’l)cl (a")Al (a")Bl (a")cl (a"“)Al

L Tn_1<0)5ﬁ1T”(A) - T"(B) - T?L(C) @ T"'H(A) — ..
T

Definition 2.5. A homological §-functor T, (resp. cohomological d-functor

T*) is universal if for any other d-functor S, and any natural transformation

fo : So — Tp (resp. any S® and any f° : T9 — S°), there exists a unique

morphism {f, : S, = T, } extending fy (resp. there exists a unique morphism

{fm:T™ — S"} extending f°).

Example 2.6. We will see later that homology H, : Ch>0A — A and coho-
mology H* : Ch=° A — A are universal.

2.2 Projective resolutions

Definition 2.7. An object P in an abelian category A is projective if it satisfies
the following universal property:

vB % ¢ epimorphism, P % C,3P % B such that the following diagram
commutes:

P

35/, b
g

B — C

In other words, the morphism Hom (P, B) — Hom4(P,C) induced by g is
surjective.

Example 2.8. Free R-modules are projective, as you can lift the image by
of a basis of P by g to get 5.

Proposition 2.9. An R-module is projective if and only if it’s a direct summand
of a free module.

Proof. 7<"” This is clear by the universal property of coproduct and the fact
that free R-modules are projective.

"=" Let A be a projective module, and F'(A) be the free R-module with basis
{€a}aca. Note that F(A) is equipped with a projection m : F(A) — A.

Now, by the universal property of projective modules, we have a morphism
i: A— F(A) such that mi = id4, so that

05 A5 FA) - FA) /g =0

is split, and that A is a direct summand of F'(A). O



Example 2.10. 1. Let R := Ry X Ry a product of two rings, and P = Ry x0
an R-module. P is projective as it is a direct summand of R, but it is not
free as (0,1) - P = 0.

2. Let F beafield, R = M,(F),n > 1. V := F" is a projective R-module, as
R =V®" but V is not free; indeed, if it was, its dimension as a F-vector
space would be dn? for some d > 0, but dimp V = n # dn?.

Definition 2.11. We say that an abelian category A has enough projectives if
for every object A of A, there is a projective module P and an epimorphism
P — A.

Remark 2.12. The category of finite abelian groups is an abelian category
with no non-zero projective object.

Lemma 2.13. Let M € A. M is projective if and only if Homa(M, —) is exact.

Proof. Let 0 = A — B — C — 0 be a short exact sequence in A.
We already know that Hom 4 (M, —) is left exact, so saying that it is exact is
equivalent to saying that

Hom 4(M, B) — Hom4 (M, C)

is surjective. But this is exactly the definition that we gave (Definition 2.7), so
we are done. O

Definition 2.14. A left resolution of M € A is a chain complex P, bounded
below by 0, such that there is a map Py — M making the following sequence
exact:

o> P> PP —>P—>M—=0

If every P; is projective, then we say that P, is a projective resolution.

Lemma 2.15. Let A be an abelian category with enough projectives. Then
every object M of A has a projective resolution.

Proof. We will construct P; by induction. First, as A has enough projectives,
there is a projective module and an epimorphism Py — M — 0. We moreover
define My :=ker(Py — M).

Inductively, having defined Py, My, Vk < i—1, we define P; to be the projective
module with an epimorphism P; — M; 1 — 0, and M; to be the kernel of this
morphism, namely M; := ker(P; - M;_1).

Writing d; for the composite P, — M;_1 — P;_1, we have a commutative



diagram

0 0

NS
M,
N
. P, — P,
NS N S
M- M,

N N
0 0 0 0

where every 0 = M; — P; — M;_; — 0 is exact by definition of M; and P;.
But this exactness precisely gives us that

d3 dl

Py M 0

dz(Pz) = M'L—l = ker(di_l),
which shows that P, is a left resolution of M. O
Theorem 2.16 (Comparison Theorem). Let f : M — N be a map in A. More-
over let Py — M be a projective resolution, and Qs — N any left resolution.

Then there is a chain map fe : P — Qe extending [, i.e. such that the following
diagram commutes:

P P, M 0

fll fol fl
Q1 Qo N 0

This map is unique up to homotopy.

Proof. We do the proof by constructing f,, inductively, where n > —1.

For the base case, we define f_1 := f,P_1 := M,Q_1 := N, and moreover we
denote by dy the maps Py — P_1 and Q9 — Q_1, so that when we talk about
P, or QQ,, we really mean the exact sequences extended by the term P_; or Q_1.

Now suppose we have constructed fi, Vk < n. By the equality f,_1d = df,,, we
have an induced map f) : Z,(P) = Z,(Q).

But Z,(P) = B,(P) by exactness of P,, so d : P,11 — P, factorizes by
d: Pyy1 — Z,(P) (and similarly for Q). We therefore have, by projectivity of
P11, the existence of a map f,,4+1 such that the following diagram commutes:

PnJrl



Moreover, df,+1 = fd = fnd so this indeed is a chain map.

To see uniqueness up to homotopy, we let g, be another candidate to extend f.
We want to construct {s, : P, = Qpn41}n>—1 such that h:= f — g = sd + ds.
First define s_; = 0. Note that dohg = h_1dy = (f — f)do = 0, so that hg
factors by ho : Py — Zo(Q) = Bo(Q). By projectivity of Py, hg lifts to a map
So : Py — @1 such that hg = dsg = s_1d + dsg, and we have the base case.

Assume now by induction that we are given maps s;,Vi < n such that ds; =
h; — s;_1d. In particular, the map h,, — s,_1d : P, — @Q,, satisfies

d(hp — Sp_1d) = dhy, — (hn—1 — dsp_2)d = dh — hd + sdd = 0

and this maps factors through Z,,(Q). As before, that means it lifts to a map s,, :
P, = Q41 with ds,, = h,,—s,—1d, and we have our homotopy by induction. [

Lemma 2.17 (Horseshoe lemma). Given a commutative diagram

0
P P P, —< A 0
LA
A
A
Py Py Py~ A 0
0

where the column is exact and the rows are projective resolutions, and defining
P, := P} ® P!, we have that P, is a projective resolution of A, and that the
right hand column of the diagram lifts to an exact sequence of chain complexes

0P 5PL P >0
where L, : P, — Py, m, : P, — P are the natural inclusion and projection.

Proof. See exercise sheet 5. O



